CDF Run IIb Event Builder Upgrade

The MIT CDF group has been responsible for the design and successful operation of the Event Builder at CDF for the past ten years, in both Fermilab Tevatron Runs I and II.  The Event Builder combines event fragments from different subdetectors read out of Level 2 of the CDF trigger into a single processor at Level 3 in which a global event decision can be made.  The Event Builder thus takes the form of a networking switch, and controlling software to manage traffic flow.

The increased luminosity expected over the next five years of Tevatron running will result in an event rate that exceeds the capability of the current Event Builder.  The MIT CDF group is responsible for upgrading the Event Builder in Tevatron Run IIb to handle the expected 1 kHz event rate at 500 kB per event, for a total throughput of 500 MB per second.  
The current Event Builder is implemented using hardware based on a proprietary telecommunications technology.  The impressive technical gains in commercial networking technologies over the past few years makes gigabit Ethernet the logical choice for the Run IIb Event Builder.  The gigabit Ethernet switch for the final system will arrive at Fermilab in the next two weeks.  Commercial boards have been ordered for reading the data from VME crates out of Level 2 into the switch.  The primary task remaining is the writing of software that will enable these pieces to work together for robust data taking at CDF.

A full time programmer familiar with networking and based at MIT will play an extremely important role this project.  Part time expertise has been pulled in from both CDF and D0, and it will be absolutely crucial to have a full time developer for this project over the next two years.  A full time person located at MIT will enable us to make excellent use of undergraduate and beginning graduate students located on campus; without this local full time support, effective student involvement in this project will be difficult.  

The Run IIb Event Builder upgrade is due, fully commissioned, for installation during the summer shutdown in June 2005.  The support of Bates in this effort, in the form of one full time programmer with networking expertise, will be invaluable.  This person will allow us to fully leverage existing expertise at Fermilab, and student horsepower based at MIT.  A software engineer with networking expertise will be a future resource for Bates, looking ahead toward MIT’s data acquisition responsibilities at CMS, and future computing projects at the LHC.
